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Case study

• Randomized Phase III trial in patients with metastatic

CRC in 2nd & 3rd lines.

• 441 patients randomized to Test or Control.

• Power of 90% on the overall survival for Test vs

Control to evidence HR=0.67. The objective response

rate was also part of the inferential procedure

• Cox proportional-hazard model to analyze OS and

Logistic regression to analyze ORR adjusted on :

➢ ECOG (0,1),

➢ Prior use of a medication (Y/N), 

➢ Source of a pharmaceutical component (EU,US).
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Case study

• Efficacy demonstrated and MAA in Europe

➢ Subgroup analysis to investigate potential 

sources of heterogeneity in the treatment effect

✓ 18 biomarkers as candidate predictors for 

demography, baseline clinical status, and 

biological data

OS ORR

HR=0.60  p=0.0001 0-R=13.7  p<0.0001
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Method SIDES

• Subgroup Identification based on Differential Effect Search

➢Main features:

❑ Recursive hierarchical procedure to obtain a 

classification tree 

❑ Identification of the promising subgroups based on 

an optimal cutoff value of a biomarker

❑ Control of the multiplicities to limit the type 1 error
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Method SIDES

• Classification tree

➢ L levels and M subgroups by parent node
❑ E.g., L=2, M=3

➢ Recursive method where child becomes in 

turn parent for the next iteration

Overall
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Method SIDES

• Identification of the promising subgroups

➢ Effect-size estimated on the z-scale (score)

❑ Continuous endpoint

✓ t-test / ANCOVA

❑ Binary endpoint 

✓ Z-test for proportion / Logistic regression

❑ Time-to-event endpoint

✓ Log-rank test / Cox model
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Method SIDES

• Identification of the promising subgroups

➢ The differential effect 𝐷 𝑋, 𝑐 is used based on 

a cutoff value c of a biomarker X.

❑ Difference in effect size (ES) between the X

values above (+) and below (-) the value c :

𝐷 𝑋, 𝑐 = 1 − Φ(
|𝐸𝑆

+
𝑐 −𝐸𝑆

−
𝑐 |

2
)

✓ Φ is the CDF of N(0,1)

❑ Easier to use -log 𝐷 𝑋, 𝑐
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Method SIDES

• Identification of a promising subgroup

❑Define a set of cutoff values of a biomarker Xj,

❑Calculate the differential effect for each partitioning,

❑ The promising subgroup is identified based on the 

maximum differential effect.

➢Graphical representation of -log 𝐷 𝑋𝑗, 𝑐𝑗
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Method SIDES

• Differential effect on the log p-value scale

➢ Probability of identifying subgroups depends on 

the number of partitionings

❑ Multiplicity of cutoffs controlled with Simes method
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Method SIDES regular

• Determination of the classification tree

➢ For each parent node, 18 candidate subgroups 

based on 18 biomarkers

➢ SIDES regular

❑ Select the M most promising subgroups based 

on the strongest “corrected” differential effects,

❑ Prune by keeping promising subgroups 

according to a value of γ (0<γ≤1) such that:

✓ pchild ≤ γ pparent
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Method SIDEScreen

• Multiplicity of candidate biomarkers

➢ Selection of the most influencing biomarkers 

using the variable importance (VI) to reduce 

the subgroup space

❑ SIDEScreen fixed

✓ Based on the greater VI,

❑ SIDEScreen adaptive

✓ Based on the statistical significance of VI.
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Method SIDEScreen

• VI reflects the predictive potential of the

candidate biomarker

➢ Determine the classification tree using SIDES

regular with γ=1

➢ For each biomarker Xi, sum the differential

effects in the m final subgroups, such that:

VI 𝑋𝑖 =
1

𝑚


𝑘=1

𝑚

−log(𝐷 𝑋𝑖, 𝑐𝑖𝑘 )

where cik is the optimal cutoff.
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Method SIDEScreen adaptive

• Selection of biomarkers based on the

statistical significance of VI

➢ Distribution of VI under the hypothesis of 

no predictors

❑ Permute randomized treatments in the 

overall sample,

❑ Keep the maximum VI among the biomarkers 

and derive the distribution under hypothesis,

❑ Based on a pre-defined significance level, 

select the predictors with significant VI value.
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Method SIDES

• Multiplicity of the final subgroups for the

treatment effect

➢ Distribution of the treatment effect p-values

under the hypothesis of no treatment effect

❑ Permute randomized treatments in the 

overall sample,

❑ Keep the minimum p-value for the treatment 

effect among the final subgroups and derive 

the distribution under H0,

❑ Adjust the observed p-values for final

inference such that:

𝑝𝑘 =
1

𝑁
σ𝑗=1
𝑁 𝐼 𝑞𝑗 ≤ 𝑝𝑘
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Results

• Use SIDEScreen adaptive with L=M=2 

and minimum subgroup size=60 to 

investigate the treatment effect on OS 

and ORR
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Results

OS ORR
Cox: type 1 error = 0.106

S1 (n=370): CEA ≤ 220.4

HR=0.524 p=0.0012

S2 (n=352): nb organs ≤ 3 

HR=0.505 p=0.0012

S3 (n=306): CEA≤220.4 & nb organs≤3 

HR=0.416 p<0.0001

S4 (n=286): nb organs≤3 & CEA≤139.3

HR=0.403 p<0.0001

No subgroups identified

• Results of subgroup analysis
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Results

• Results of subgroup analysis

❑ The treatment effect is maximum in 65% of 

patients with moderate status benefit the most 

from Test (S4: HR=0.403 p<0.0001) … 

❑… but patients with more aggressive cancer 

also benefit from the treatment 

(complementary of S4: HR= 0.595 p=0.234). 

➢Treatment effect is homogeneous
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Discussion

• Subgroup analysis in confirmatory

clinical trials
➢ Subgroup analysis could be planned 

systematically to demonstrate the homogeneity 

of treatment effect across patients’ categories. 

➢ For a new claim, the results of retrospective 

subgroup analysis are regarded as hypothesis 

generating…

✓ Exception for orphan drug ?
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Back-up
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Publication


